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Further Validation of EDCRASH Using the

ABSTRACT

The accuracy of the CRASH computer program
was evaluated in terms of its ability to estimate impact
speed. A comparison of the results from CRASH?2,
CRASH3 and EDCRASH were presented along with
measured results from twelve staged collisions. Statistical
analysis of these results revealed the impact speeds es-
timated by these CRASH programs were within -6 to + 7
percent of the combined impact speeds at a 95 percent
level of confidence. Using EDCRASH’s extended
features to optimize the input data improved the range to
within -3 to + 3 percent of combined impact speeds. An
example was used to illustrate the use of the confidence
intervals to estimate the expected range of impact speed
for a given reconstruction. The results for oblique col-
lisions were found to be significantly more accurate than
the results for collinear collisions. Runs without the trajec-
tory smulation were found to be significantly more
accurate than runs with the trgjectory simulation, athough
good steer angle data greatly improved the results.
Accuracy for deltarV and separation velocity were not
assessed because of errorsin the measured (test) values.

A VALIDATION STUDY is important for computer
programs used by motor vehicle accident investigators. All
investigators, whether compiling, statistical information or
reconstructing individual accidents, must be able to
answer questions regarding program accuracy. Without
such a study, the investigator cannot respond to these
important questions with confidence. Worse yet, the
program results, which are frequently used as a basis for
making important societal decisions, may be wrong.
This paper describes a study used to validate the
CRASH2,CRASH3, and EDCRASH computer

*Numbers in brackets designate references at the end of
the paper.
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programs [1,2,3]". This research is an extension of the
work originally conducted by CALSPAN, called Research
Input for Computer Simulation of Automobile Collisions
(RICSAC [4,5,6,7]).In that 1978 study, 12 two-car
collisons were staged. Each of the vehicles was instru-
mented and the collisions were filmed using high-speed
cameras. These measured results were used as a basis for
comparison to CRASH2 and SMAC rcsults [7].

Severa extensions and refinements to the CRASH
program have been made siace that 1978 study. However,
no validation study of these updated programs has been
published. The purpose of this paper is to compare the
results from CRASH2, CRASH3, and EDCRASH with
the actual staged collisions results. Accident investigators
can use thisinformation to establish alevel of confidence
for the amount of error in their individual case studies.

HISTORICAL OVERVIEW

The RICSAC study represents the world's largest
single attempt to determine the accuracy of any
reconstruction tool. It was conducted under contract with
NHTSA, which has used the CRASH program for various
statistical studies [8,9,10]. The RICSAC test procedure is
summarized below.

RICSAC Study

The RICSAC study was an analysis and reconstruc-
tion of 12 two-car staged collisions. The collisions were
conducted at CALSPAN’s Vehicle Experimental
Research Fecility (VERF) between November, 1977 and
July, 1978. The surface at tte facility had a tested friction
coefficient of 0.87 (ASTM E-274[11]).

Impact Configurations

Several impact configurations were tested (see
Table 1). These configurations represented those typical
of most real-world accidents, and included head-on, rear-
end and intersection-type collisions. Head-on and rear-



TABLE 1. RICSAC staged collisions.

TEST COLLISION CONFIGURATION
No. VEHICLES TYPE at IMPACT
= \
! No. 1- ‘74 Chev Malibu 3 No.2
V=19.8 h
1 Oblique % ! mp
| AN
' No. 2 - ‘74 Ford Pinto <, NS).81 )
| ] i =19.8 mp
| -
\ )
No. 1 - ‘74 Chev Chevelle j [\“/Fj-; 5 mph
2 | Oblique /§‘ |
2 4
No.2 - ‘74 Ford Pinto (\\/ V'*r\écl'é mph
No. 1 - ‘74 Ford Torino No.2
- V=
3 , Collinear @_ 4 0 mph
i
No.2 - ‘74 Ford Pinto No.1
‘ V=21 mph
No.1 - ‘74 Ford Torino '\\::O'OZ h
- = mp
4 Collinear m s m
. No.! 3
No.2 - ‘74 Ford Pinto V=38.7 mph
No. 1- ‘74 Ford Torino - \N/Zg mph
. EU. ] j?
5 Collinear
No.!
No.2 - ‘74 Honda Civic V=39.7 mph
No.1
INo. 1 - ‘74 Chev Chevelle V=215 mph
6 Oblique ‘| -
No.2
No. 2 - ‘75 VW Rabbit V=215 mph
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TABLE 1 (continued from previous page). RICSAC staged collisions.

TEST COLLISION CONFIGURATION
No. VEHICLES TYPE at IMPACT
No. 1- ‘74 Chev Chevelle No.1
V=29.1 mph
7 Oblique B]“ 1 4
No.2 - ‘74 VW Rabbit Ny No-z
0.2 - apbl V=29.1 mph
e
No. 1- '74 Chev Chevelle = @0'50 8 h
- =20.8 mp
8 Oblique @. ]
. No.1
No. 2 - ‘74 Chev Chevelle V=20.8 mpt
No. 1 - ‘74 Honda Civic "é;‘ NO.2
9 Oblique 1 v=2tz mph
L
No. 2 - ‘74 Ford Torino No.1
V=212 mph
|
| o o e
No.1 74 Honda Civic E}‘ NO.2
10 Oblique - V=33.3 mph
i 1
No.2 - ‘74 Ford Torino No.! M
V=33.3 mph
Nc.1 - ‘74 Chev Vega No.2
V=20.4 mph ‘a@
11 Collinear A
ﬁm‘ No.1
No.2 - ‘74 Ford Torino V=20.4 mph
No. 1 - ‘74 Chev Vega No.2
V=315 mph ‘@
12 Collinear 'y
M ] No.!
No. 2 - '75 Ford Torino V=315 mph
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end collisions are termed collinear, because the directions
of their pre-impact velocity vectors are within 10 degrees
of paralél; the remaining range is termed oblique. This
important distinction is made because the two collision
types are analyzed differently by the CRASH program.
Vehicle damage data are used to analyze the impact phase
of a collinear impact, while scene measurements and
linear momentum are used for analyzing oblique
collisions.

Instrurnentation

Each vehicle was fitted with a complete instrumen-
tation package described in reference 5. The minimum
package for measuring time-histories included:

o atriaxial accelerometer mounted on the firewall
(vehicle position, velocity, acceleration).

o linear stroke potentiometers mounted on steering
linkage (wheel steer angles).

« electric tachometers on at least three wheels (wheel
spin velocity for percent lock-up).

o Teledyne Geotech Model 35500 crash recorders for
recording the data.

o aminimum of ten high-speed cameras, including two
hand-held cameras, eye-level cameras and cameras
mounted on portable towers, for filming each crash
test.

« marker paint sprayed from nozzles (two per vehicle)
mounted on the unsprung mass approximately 1 inch
above ground level for directly identifying each
vehicle's path.

Post-crash Inspection
After the collision, the site evidence was docu-

mented by professional accident investigators. This
evidence included:

» wheel positions at impact and rest

« locations of debris, gouges and spilled fluids

o skidmarks

e vehicle trgjectory (spray paint)

See reference {S] for a cornplete description of the test
procedures.

Evaluation By Crash
At the time of the RICSAC study, CRASH2 was the
current version of the CRASH program. Subsequently,
several changes were incorporated in the CRASH2

142

program and, in 1981, CRASH3 was released. In 1983, the
mainframe CRASH3 version was rewritten for use on the
persona computer. This program was called EDCRASH.

As part of the original RICSAC study, the accident
site and vehicle inspection results for each of the 12 staged
collisions were reduced into CRASH input data sets, and
the CRASH2 results were produced. However, since that
study, no comparison between the staged collisions and
the results produced by CRASH3 or EDCRASH has ever
been published.

As part of the current research, the same 12 data
sets from the original RICSAC study were aso fed into
CRASH3 and EDCRASH to obtain the results from these
programs.

The measured data reported in this paper were
obtained from reference 7 and supplemented by analysis
of the high-speed film performed subsequently by
NHTSA [12]. The CRASH2 results were obtained from
references 7 and 13. The CRASHS3 results were obtained
on a VAX computer using 1934 source code supplied to
Indiana University directly by NHTSA. The EDCRASH
results were obtained using Version 4.35 on a Compag
Deskpro 286 PC.

The remainder of this paper deals with a com-
parison of the results of these CRASH programs with the
measured staged collision results as a useful means to
assess program accuracy.

VALIDATION RESULTS

CRASH has an optional trajectory simulation.
When this option is selected, the separation velocities and
angles computed by traditional methods are used as the
initial conditions for a simulation of the separation-to-rest
phase. The purpose of the trgjectory simulation is to
corroborate the traditionally-computed separation
velocities: If they are accurate. the trgjectory simulation’s
vehicle rest positions should match the measured rest
positions and the simulation has converged. If the simu-
lated and measured rest positions do not match, the tradi-
tional separation velocities and angles are modified, and
the simulation is repeated. Up to five attempts are
alowed. If no match has been achieved after five attempts,
the simulation has failed to converge and the separation
velocities which produced the closest match are used. (See
references |-3 for further information on the trajectory
simulation option.)

Table 2 shows the measred test results for each of
the 12 staged collisions along with the results computed
by CRASH2, CRASH3 and EDCRASH. Impact speed,
separation velocity and delta-V are tabulated separately.

Table 2 is divided into two parts. The first part
shows the results without the trajectory simulation option;
the second part shows the results with the trajectory
simulation option, along with the number of runs required
before the results converged (F indicates a failure to con-
verge; T indicates the vehicle did not come to rest before
the end of the simulation).



Differences in Results Between Programs

Inspection of the results shown in Table 2 reveds
differences between CRASH2, CRASH3 and
EDCRASH. The reasons for the differences are discussed
below.

During the RICSAC study, errors in CRASH2 were
identified. These errors related to the calculation of the
separation velocities and were subsequently corrected
[7,14]. In addition to the errors, previous researchers felt
the CRASH2 stiffness coefficients were inadequate.

As part of the upgrading from CRASH2 to
CRASH3, the code was restructured to improve the
readability which had suffered as aresult of severd years
of revision. Additional program features were added and
the crush stiffnesses were updated. Severa bugs were
removed from the trgjectory simulation routine. These
changes, described in reference 1.4, were probably respon-
sible for most or all of the differences between CRASH2
and CRASH3 results.

After the restructuring, several bugs were found in
CRASH3 by NHTSA. The corrections were specified in
an NHTSA memorandum, dated December 11, 1981 [ 15].

During the development of EDCRASH in 1983,
additional bugs were found in CRASH3. These bugs were
identified by swap testing. This procedure involved swap-
ping vehicles 1 and 2 and creating new data sets for each
of the RICSAC cases to see if the swapped results perfect-
ly matched the original results. EDCRASH passed this
test. However, most of the CRASH3 runs failed. The
errors found in CRASH3 included failing to reassign the
average wheel lockup for the second vehicle (vehicle 2 was
assigned the wheel lockup for vehicle 1) and assigning the
wrong separation X,Y coordinates for vehicle 2 when its
path contained an end of rotation (the separation coor-
dinates are equated to the end of rotation coordinates, in-
stead of the impact coordinates). These findings were
transmitted to NHTSA early in 1984 and described in
reference 16.

Differences between the CRASH3 and
EDCRASH results were found in the current research for
tests 3, 5, 7 and 10. Swap testing of the CRASH3 results
as described above revealed errors still existed in the 1984
NHTSA code used in this research. Inspection of the
CRASH3 source code revealed the average lockup for
vehicle 2 was still not assigned correctly. This finding has
been transmitted to NHTSA.

PROGRAM ACCURACY

The datain Table 2 were analyzed to determine the
accuracy of the CRASH2, CRASH3 and EDCRASH
programs. Three basic variables were measured in the
RICSAC study: separation velocity, deltarV and impact
speed. These variables have the following relationship:

Vimp = Vsep - AV
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where Vimp is the impact velocity, Vsep is the velocity at
separation (by definition, the same as the velocity at the
end of the impact phase) and delta-V is the change in vec-
tor velocity during the impact phase (the negative sign
before delta-V results from the sign convention).

Because the measured values for separation
velocity and deltaV were not independent, program
accuracy for separation velocity and delta-V was
evaluated together.

Separation Velocity and Delta-V

Several studies published since 1978 have
attempted to use the RICSA.C delta-V data as a basis for
validation of CRASH and other programs, including
references 7, 17 and 18. In all cases, researchers found
significant differences between the delta-Vs computed by
the programs and the del:a-Vs measured during the
RICSAC study. This has led many researchers to question
the accuracy and usefulness of these programs. However,
the literature {5,6,7) clearly stated there were problems
with the sophisticated data acquisition systems aboard the
vehicles. One of the major problems encountered during
the study was the fact that. the accelerometer data was not
taken at the center of gravity (CG), but rather, at the
firewall. Thus, any rotation during impact would cause an
error in the measured separation velocities and, therefore:,
the delta-V.

Subsequent to the origina study, anaysis of the
high-speed film was used to improve the test data
However, the high-speed film has not been analyzed for
all the staged collisions. In this paper, the high-speed film
results have been used where available [12]. Analysis of
the best available staged collision results reveded the
delta-Vs were not inversely proportional to the vehicle
masses (this should be approximately true for a collision
when tire forces are small compared to impact forces).

Because of the problerns with the RICSAC data for
separation velocity and delta-V, the accuracy of these data
could not be properly evaluated. Previous program
evaluations which used the RICSAC data as a means of
validation for deltarV should be viewed as suspect. The
program estimates are probably better than stated.

Impact Speed

Because the impact speed was measured with great
accuracy using a simple speed trap [5,6], the data acquisi-
tion problems described above did not affect the measure-
ment of impact speed. Therefore, the accuracy of the
programs when used for estimating impact speed could be
evaluated.

Definition Of Accuracy
Accuracy is traditionally defined as the percentage
of error in a test value compared to its known value. Math-
ematically, this is expressed as

ERROR (%) = (Xtest - Xknown)/Xknown#100



TABLE 2. Vdidation results for impact speed, separation velocity and delta-V. Measured test data and

results from CRASH2, CRASH3, and EDCRASH without the tragjectory simulation option.

IMPACT SPEED SEPARATION VELOCITY DELTA-V
TEST METHOD Veh #1 Veh #2 Veh #1 Veh #2 Veh #1 Veh #2
No. (mph) (mph) Lin Ang Lin  Ang (mph) (mph)
(mph) (deg/sec) (mph) (deg/sec)
1 MEASURED 19.8 19.8 77.0 90.0 12.5 0.0 12.2 15.6
CRASH?2 20.6 20.6 11.5 45.3 74.6 23.4 9.6 9.6
CRASH3 20.7 22.3 11.5 45.3 14.9 48.6 70.2 15.3
EDCRASH 20.7 22.3 11.5 45.3 14.8 48.6 10.2 15.3
2 MEASURED 31.5 31.5 18.3 150.0 18.3 90.0 19.6 28.9
CRASH?2 29.6 33.3 77.6 0.0 23.5 45.0 20.6 30.9
CRASH3 27.9 32.6 10.7 0.0 22.4 43.3 20 31.2
EDCRASH 27.9 32.7 10.7 0.0 22.4 43.3 20.8 31.2
3 MEASURED 27.0 0.0 1.7 75.0 75.7 0.0 9.5 15.8
CRASH?2 15.2 70.4 12.1 0.0 15.5 0.0 3.1 4.9
CRASH3 18.4 4, 72.1 0.0 14.7 0.0 6.2 9.9
EDCRASH 19.7 5.7 12.4 0.0 15.1 0.0 6.2 9.9
4 MEASURED 38.7 0.0 20.0 37.0 22.4 30.0 18.7 22.4
CRASH?2 31.9 4.9 23.3 18.2 17.7 0.0 9.1 74.7
CRASH3 33.3 -6.0 18.1 36.3 18.8 0.0 15.8 24.6
EDCRASH 33.3 -6.0 18.1 36.3 18.8 0.0 15.8 24.6
£ MEASURED 39.7 0.0 23.4 12.0 25.7 70.0 16.3 25.7
CRASH?2 33.8 10.5 25.7 0.0 25.5  300.5 8.7 14.8
CRASH3 47.1 -1.5 25.7 0.0 26.5  239.6 75.4 28.0
EDCRASH 41.1 -2.6 25.7 0.0 25.5  300.5 15.4 28.0
I 6 MEASURED 215 21.5 13.3 30.0 72.2 780.0 9.0 75.4
CRASH?2 24.9 20.5 72.9 0.0 77.0 137.6 12.4 20.4
! CRASH3 24.4 24.5 11.9 0.0 76.3 135.4 14.5 23.8
' EDCRASH 24.4 24.5 11.9 0.0 76.3 135.4 14.5 23.8
7 MEASURED 29.7 29.7 17.9 30.0 19.7  792.0 12.0 2
CRASH?2 26.2 27.7 15.3 0.0 79.6 177.7 77.6 3
CRASH3 26.2 34.9 74.3 0.0 20.1 746.2 15.0 7
EDCRASH 25.9 34.7 14.3 0.0 79.6 177.8 14.8 3
8 MEASURED 20.8 20.8 1.8 174.0 15.7 16.0 15.6 70.7
CRASH?2 19.5 24.5 14.3 58.6 18.8 53.9 70.3 9.5
CRASH3 16.7 25.7 14.4 58.2 17.0 54.5 72.6 72.0
EDCRASH 16.8 25.7 14.4 58.2 17.0 54.6 72.6 12.0
9 MEASURED 21.2 27.2 12.5 180.0 17.8 -45.0 21.4 8.9
CRASH?2 23.2 22.0 9.9 0.0 20.2 54.7 24.2 17.2
CRASH3 195 21.5 70.6 0.0 18.8 52.5 21.4 9.9
EDCRASH 79.6 21.6 10.8 0.0 18.8 54.7 21.5 9.9
10 MEASURED 3 33.3 22.8 300.0 26.9 -72.0 35.1 14.7
CRASH?2 31.5 20.0 116.0 25.8 .0 33.6 15.9
CRASH3 35.3 18.8 726.0 30.0 .0 33.8 16.5
EDCRASH 33.7 18.8 126.0 27.8 .0 30.4 14.9
11 MEASURED 20.4 20.4 3.7 -30.0 5.2 .0 24.0 15.7
CRASH?2 17.2 18.0 3.8 0.0 4.8 co 21.1 73.2
CRASH3 17.0 76.6 3.8 0.0 3.5 .0 20.9 13.1
EDCRASH 16.9 16.5 3.9 0.0 4.7 c.0 20.9 13.1
12 MEASURED 31.5 31.5 10.4 -90.0 7.3 -60.0 47.6
CRASH2 19.8 30.2 8.5 -106.9 77.6 -2:.4 28.2
CRASH3 17.8 29.0 8.4 -106.9 1.7 -2:.4 26.3
EDCRASH 17.8 29.0 8.4 -106.9 7.7 -2:.4 26.3
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TABLE 2 (continued). Results with the with the trajectory simulation option.

IMPACT SPEED | SEPARATION VELOCITY DELTA-V No. of Runs

TEST METHOD Veh #1 Veh #2 Veh #1 Veh #2 Veh #1 Veh #: Veh Veh

No. (mph) (mph) | Lin  Ang Lin  Ang | (mph) (mph) 1 2
(mph) (deg/sec) (mph) (deg/sec)

1 MEASURED 19.8 19.8 11.0 90.0 12.5 0.0 12.2 15.6 N/A N/A
CRASH?2 14.7 20.6 5.9 1157 14.6 23.4 9.7 14.6 F T
CRASH3 15.5 12.9 49 957 13.3 19.5 10.9 16.4 F F

EDCRASH 15.7 13.2 49 976 13.4 19.4 11.1 76.7 F F

2 MEASURED 31.5 31.5 18.3 150.0 18.3 90.0 19.6 28.9 N/A N/A
CRASH?2 32.8 35.6 14.3 0.0 23.4 45.1 22.0 33.0 T T
CRASH3 37.4 52.1 18.9 0.0 25.9 34.0 31.8 47.6 F 5

EDCRASH 37.4 52.1 18.8 0.0 26.0 33.8 31.8 47.7 F 5

3 MEASURED 21.0 0.0 117 15.0 15.8 0.0 9.5 15.8 N/A N/A
CRASH2 15.2 10.4 12.0 0.0 15.5 0.0 3.1 5.4 T T
CRASH3 18.4 4.9 12.1 0.0 15.2 0.0 6.2 9.9 1 F

EDCRASH 18.3 5.1 27 0.0 15.1 0.0 6.2 9.9 2 F

4 MEASURED 38.7 0.0 20,0 37.0 22.4 30.0 18.7 22.4 N/A  N/A
CRASH?2 32.5 2.2 23.3 182 17.7 0.0 10.9 15.5 T T
CRASH3 25.8 6.0 18.1  36.3 18.8 0.0 15.8 24.6 F F

EDCRASH 26.1 6.0 18.0 445 18.8 0.3 15.8 24.6 F F

5 MEASURED 39.7 0.0 23.4 12.0 25.1 70.0 16.3 25.1 N/A N/A
CRASH2 - -
CRASH3 40.7 1.2 %2 0.0 20.7 2579 15.4 28.0 F F

EDCRASH 40.7 1.1 %3 0.0 29.7 257.8 15.4 28.0 F F

6 MEASURED 21.5 215 13.3  30.0 12.2  180.0 9.0 15.4 N/A  N/A
CRASH2 - -
CRASH3 26.5 38.6 5 0 .0 151 151.3 19.1 37.3 F 3

EDCRASH 26.7 39.1 6 0.0 15.1  151.0 19.4 31.8 F 3

7 MEASURED 29.1 29.1 179 30.0 19.7  192.0 12.0 20.9 N/A  N/A
CRASH2 -

CRASH3 30.1 54.3 17.6 0.0 24.0 160.0 20.3 44.2 F 3
EDCRASH 28.0 47.6 16.0 0.0 23.0 183.6 17.4 37.8 F 2

8 MEASURED 20.8 20.8 11.7114.0 15.8 18.0 15.6 10.7 N/A  N/A
CRASH2 11.4 25.5 9.8 89.6 184 54.6 71.5 77.0 F T
CRASH3 19.3 21.8 9.2 95.6 20.4 47.9 18.1 17.2 F F

EDCRASH 19.2 22.0 9.2 96.5 20.5 47.3 18.0 17.2 F F

9 MEASURED 21.2 21.2 12.5  180.0 17.8  -45.0 21.4 8.9 N/A  N/A
CRASH2
CRASH3 21.1 30.5 30.2 0.0 18.9 52.5 35.4 16.3 F

EDCRASH 40.5 27.9 2 0.0 22.5 37.4 48.4 22.3 F F

10 MEASURED 33.3 33.3 22.8 300.0 269 -72.0 35.1 14.7 NA  N/A
CRASH2 25.5 30.5 16.8134.5 %8 0 .0 31.4 15.3 F T
CRASH3 28.2 35.9 19.2 142.8 0 0.0 34.4 16.8 F T

EDCRASH 24.6 34.3 19.0 1439 78 0 . 0 31.2 15.2 F T

11 MEASURED 20.4 20.4 3.7 -30.0 52 0 . 0 24.0 15.7 N/A  N/A
CRASH2 -

CRASH3 17.0 17.7 38 0.0 4.6 0.0 20.9 13.1 F 3
EDCRASH 17.1 17.8 3.9 0.0 47 0 . O 20.9 13.1 F 1

12 MEASURED 315 315 104  -90.0 7.3 -60.0 41€ 26.4 N/A  NIA
CRASH?2 20.2 24.3 8.1 -110.0 101 -22.3 28.2 27.4 T F
CRASH3 19.9 22.9 6 .6-158.6 9.5 -31.2 26.3 18.2 F F

EDCRASH 19.9 22.9 6.6 -155.6 9.3  -30.0 26.3 18.2 F F
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TABLE 3. Error expressed in absolute magnitude (mph) and percent.

ERROR (Based on combined speed)

without trgjectory simulation

|

with trajectory simulation

TEST |« COMBINED
No. SPEED METHOD Veh #1 Veh #2 Veh #1
(mph) (mph) (%) | (mph) (%) D(mph)m (%)
1 39.6 CRASH2 0.8 2.0 0.8 2.0 -5.1 -12.9
CRASH3 0.9 2.3 2.5 6.3 -4.3  -139
EDCRASH 0.9 2.3 2.5 6.3 -4.1  -134
2 63.0 CRASH2 -1.9 -3.0 1.8 2.9 1.3 2.1
CRASH3 3.6 -5.7 1. 5.9 3.4
EDCRASH 5.7 1.9 5.9 9.4
3 21.0 CRASH2 -5.8 -27.6 10.4 49.5 58 -276
CRASH3 -2.6 -12.4 4.7 22.4 2.6 -12.4
EDCRASH -1.3 -6.2 5.1 24.3 2.7 -12.9
4 38.7 CRASH2 -6.8 -17.6 4.9 12.7 -6.2  -16.0
CRASH3 -5.4 -14.0 -6.0 -15.5 2129 -33.3
EDCRASH 5.4 -14.0 6.0 -15.5 -12.6  -32.6
5 39.7 CRASH2 -5.9 -14.9 10.5 26.4
CRASH3 1.4 3.5 1.5 8 1.0 2.5
EDCRASH 1.4 3.5 2.6 -6.5 1.0 2.5
6 43.0 CRASH2 3.4 7.9 -1.0 2.3 -
CRASH3 2.9 6.7 3.0 7.0 5.0 11.6
EDCRASH 2.9 6.7 3.0 7.0 52 12.1
7 58.2 CRASH2 -2.9 -5.0 2.0 -3.4
CRASH3 -2.9 -5.0 5 10.0 1.0 -7
EDCRASH -3.2 -5.5 5.6 9.6 -1.1 -1.9
8 41.5 CRASH2 1.3 -3.1 3. 8.9 94  -22.6
CRASH3 4.1 -9.9 4.9 11.8 -1.5 -3.6
EDCRASH 4.0 -9.6 4.9 11.8 -a.8
9 42.4 CRASH2 2.0 4.7 0 1.9 .
CRASH3 1 4.0 0.3 0.7 -0.1 -0.2
EDCRASH 1.6 -3.8 0.4 0.9 19.3 45.5
10 66.6 CRASH2 6 -0.9 -1.8 2.7 7.8 -11.7
CRASH3 0.6 0.9 2.0 3.0 5.1 77
EDCRASH 2.2 3.3 0.4 0.6 8.7 131
11 40.8 CRASH2 2 -7, 2.4 -5.9
CRASH3 3.4 -8.3 -3.8 -9.3 -3.4 -€.3
EDCRASH 3.5 -8.6 -3.9 -9.6 -3.3 -E.1
12 63.0 CRASH?2 -1 -18.6 1.3 -2.1 -11.3  -17.9
CRASH3 -13.7 2217 2.5 4.0 -11.6 -18.4
EDCRASH -13.7 S21.7 2.5 -4.0 -11.6 -18.4
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Veh #2
(mph) (%)
0.8 2.0
6.9 -17.4
6.6  -16.7
4.1 6.5
2006 32.7
206  32.7
104 495
4.9 233
5.0 24.3
2.2 5.7
6.0 -15.5
6.0 -15.5
1.2 3.0
1.1 2.8
171 39.8
176 409
43.3
31.8
47 113
1.0 2.4
12 2.9
9.3
6.7
4.2
2.6 3.9
10
2.7 6.6
2.6 6.4
7.2
8.6
8.6




However, the traditional definition of accuracy does not

work for accident reconstruction. Consider the case when

a stationary car is struck from the rear. If the program

estimated the speed of the stationary car as 0.1 mph, the

above formulayields
ERROR = (0.1 - 0)/0 *100,

an infinitely large percentage error.

Similarly, expressing the error directly in miles per
hour has shortcomings. For example, if a vehicle's impact
speed was estimated at 108 mph, while its actual speed was
100 mph, our instinct tells us that’s not a bad estimate.
However, if the estimated speed was 8 mph and the vehicle
was actualy stationary, the same 8 mph error might be
very significant.

Therefore, it was necessary to establish an error
criterion which was independent of the impact speed of an
individual vehicle. The combined impact speed of the
vehicles was sdlected as the criterion.

Calculation Procedures

In the present research, the following procedures were
used to compute the error for each vehicle:

Step 1 - Compute the Combined Speed, CS:

CS = V#timpact + V#2Impact (mph)
Step 2 - Compute the difference between the estimated
impact speed and the actual impact speed, sV:

8V1 = Viest - V1 act (mph)

8V2 = V2est - Viact (mph)
Step 3 - Compute the percent error based on combined
impact speed, E:

E1 = (8V1/CS)*100 (%)

E2 = (8V2/CS)* 100 (%)

The results of these calculations for CRASH2,
CRASH3 and EDCRASH are shown in Table 3. Again,
the results without and with the trajectory simulation
option are shown separately.

Analysis Of Accuracy

The data in Table 3 represented a substantial
amount of statistical data for several different impact con-
figurations. These data expressed the error as an absolute
figure in miles per hour and as a percentage of combined
irnpact speed. The miles per hour figures were presented
for reference only. The analysis of program accuracy
should be based on percentage of combined impact speed,
for reasons explained earlier.
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According to sampling theory [ 19}, if the collisions
used in the RICSAC study were typica of the actua
population of accidents being analyzed, they could be used
for estimating the expected program accuracy when the
program is applied by field accident investigators. Since
there was no reason to expect otherwise, these collisions
were considered typical. Therefore, the T statistic was
used, and the 95 percent confidence interval for the
expected program accuracy was computed. This con-
fidence interval does not imply a 95 percent level of
program accuracy. Rather!, the confidence interval means
the investigator can be 95 percent confident that the true
value of the vehicle speed error lies between the lower and
upper boundaries of the confidence interval.

Scenarios Evaluated

Because of the way the data were organized, the
influence of several combinations of factors could be
analyzed. For example, the most basic analysiswasasingle
confidence interval for al the staged collisions. This
analysis was performed with and without the trajectory
simulation as a means of assessing the value of that
program option.

Additional analyses were performed by separating
collinear collisions from oblique collisions to determine if
the accuracy for one type of collision was better than the
accuracy for the other. Inspection of Table 1 reveasin all
cases, vehicle 1 was the striking vehicle and vehicle 2 was
the struck vehicle. Thus,, a separate analysis was per-
formed to determine if the program results were biased
by whether a vehicle was the striking or struck vehicle.

A total of 18 different scenarios was analyzed, each
of which is described in Table 4.

TABLE 4. Various scenarios amenable to analysis.

Scenario Description
1 Any collision  Either vehicle Without traf
2 . . With traj
3 " Striking vehicle  Without traf
4 . . With traf
5 " Struck vehicle  Without traf
6 . . With traf
7 Collinear Collision ¢:ither vehicle Without traf
8 " . With traf
9 Striking vehicle  Without tra/
10 . " With traj
11 " Struck vehicle  Without traf
12 " " With traf
13 Oblique Collision {:ither vehicle Without traf
14 . " With tra/
15 Striking vehicle  Without traf
16 " With traf
17 Struck vehicle  Without traf
18 ' " With traf




TABLE 5. Confidence interval for various scenarios for CRASH2, CRASH3, and
EDCRASH. All results are expressed in percent of combined impact speed (see
Calculation Procedures, Step 3).

) Scenario_ Method N*| Avg. Error| Std. Dev. Confidence Interva

1 CRASH2 24 0.2 15.2 -6.2 to 6.6
CRASH3 24 -1.6 9.9 -5.7 to 6.6
EDCRASH 24 -1.6 9.9 -5.8 to 6.6
2 CRASH2 16 -3.4 19.2 -14.5 to 7.7
CRASH3 24 2.0 19.1 6.1 to 10.0
EDCRASH 24 2.9 20.2 -5.7 to 11.4
3 CRASH2 12 -7.0 10.6 -13.8 to -0.2
CRASH3 12 5.6 8.2 -10.9 to -0.4
EDCRASH 12 5.5 7.8 -10.4 to 0.6
4 CRASH2 7 -15.2 9.4 -24.0 to 6.5
CRASH3 12 -5.8 12.4 -13.7 to 2.1
EDCRASH 12 -2.6 19.4 -15.0 to 9.7
5 CRASH2 12 7.3 16.0 -2.9 to 17.5
CRASH3 12 2.5 10.1 -3.9 to 8.9
EDCRASH 12 2.2 10.6 4.5 to 9.0
6 CRASH2 7 8.5 19.6 -9.6 to 26.6
CRASH3 12 9.8 21.8 4.1 to 23.6
EDCRASH 12 8.4 20.3 -4.5 to 21.2
7 CRASH2 10 0.6 23.7 -17.5 to 16.4
CRASH3 10 -6.3 12.3 -15.1 to 2.5
EDCRASH 10 -5.8 12.6 -14.8 to 3.2
8 CRASH2 6 -3.0 27.9 -32.3 to 26.4
CRASH3 10 7.9 15.2 -18.8 to 2.9
EDCRASH 10 7.8 15.3 -18.7 to 3.1
9 CRASH2 5 -17.3 7.1 -26.1 to -8.4
CRASH3 5 -10.6 9.3 -22.1 to 0.9
EDCRASH 5 -9.4 9.4 -21.0 to 2.2
10 CRASH2 3 -20.5 6.2 -36.0 to 5.1
CRASH3 5 -14.0 13.2 -30.4 to 2.4
EDCRASH 5 -13.9 13.0 -30.0 to 2.2
1 CRASH2 5 16.1 226 -12.0 to 44.2
CRASH3 5 -2.0 14.5 -20.0 to 15.9
EDCRASH 5 -2.3 15.4 -21.4 to 16.9
12 CRASH2 3 14.6 31.4 63.5 to 92.7
CRASH3 5 -1.9 15.9 -21.6 to 17.8
EDCRASH 5 -1.7 16.2 -21.8 to 18.4
13 CRASH2 14 0.7 4.3 -1.8 to 3.2
CRASH3 14 1.8 6.3 -1.8 to 5.5
EDCRASH 14 1.4 6.4 -2.3 to 5.1
14 CRASH2 8 3.7 11.3 -13.2 to 5.8
CRASH3 14 9.1 18.8 -1.8 to 19.9
EDCRASH 14 10.5 20.3 -1.2 to 22.2
15 CRASH2 7 0.4 4.7 4.0 to 4.7
CRASH3 7 -2.1 5.6 -7.3 to 3.1
EDCRASH 7 2.7 5.5 -7.8 to 2.4
16 CRASH2 4 -11.3 10.1 -27.4 to 4.9
CRASH3 7 0.1 8.3 -7.6 to 7.7
EDCRASH 7 5.4 20.0 -13.1 to 23.9
17 CRASH2 7 1.0 4.3 -3.0 to 5.0
CRASH3 7 5.8 4.2 1.9 to 9.7
EDCRASH 7 5.4 4.4 1.4 to 9.5
18 CRASH2 4 3.9 6.6 -6.6 to 14.4
CRASH3 7 18.1 22.5 -2.7 to 38.9
EDCRASH 7 15.6 20.8 -3.7 to 34.8

NOTE: N is the number of data points for each scenario.
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Findings

The results of statistical analysis are shown in Table
5. The average error was used to determine if a program
consistently underestimated (negative average error) or
overestimated (positive average error) impact speed. The
standard deviation expressed the scatter in the results (a
small standard deviation indicated the results were close-
ly grouped around the average error). However, the
confidence interval provided the most meaningful infor-
mation. It was used to estimate the expected program
accuracy and to determine if the underestimation or over-
estimation expressed by the average error was significant.
Important findings from Table 5 are summarized below.

Scenario 1 - The typical CRASH analysis had a
confidence interval of about -6 to + 7 percent of the com-
bined impact speed. While the average error was smallest
for CRASH2, its standard deviation was the largest. There
was no significant difference in the accuracy of CRASH2,
CRASH3 and EDCRASH.

Scenario 2 - When the trajectory simulation was used on
atypica CRASH analysis, the average error increased, the
data standard deviation increased and the confidence
interval increased for al programs. Comparison of ail
trajectory simulation scenarios with their non-simulation
counterparts (i.e., 1 vs 2, 3vs 4,...,17 vs 18) revealed that,
with only one exception (struck vehicles involved in col-
linear collisions), use of the trgjectory simulation always
reduced the quality of the results.

Scenarios 7 and 13 -Comparison of oblique and
collinear collision results revealed the CRASH program
was significantly more accurate for oblique collisions than
for collinear collisions. Oblique collisions typically
involved more complex spinout trajectories than collinear
collisons. Thus, a reduction in accuracy for oblique
collisions was expected. Since the accuracy was
significantly better, it was concluded the momentum-based
method provided better estimates for deltaV than the
damage-based method.

Scenarios 9 and 11 - Comparison of results for striking
and struck vehicles involving collinear collisions revealed
CRASH3 and EDCRASH tended to produce better
results for struck vehicles than for striking vehicles. The
average error was lower for struck vehicles, but the scatter
was higher. The difference between struck and striking
vehicles was not significant. CRASH?2 showed significant-
ly greater error for both scenarios, probably because of the
poor stiffness coefficients it used.

Scenarios 15 and 17 - Comparison of results for striking
and struck vehicles involving oblique collisions reveaed
all programs tended to slightly underestimate the speed of
the striking vehicle and dightly overestimate the speed of
the struck vehicle. The difference was not significant at the
95 percent confidence level.
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TABLE 6. EDCRASH diagnostic messages issued
for RICSAC cases.

TEST *
MESSAGES

No.

1 1,2 3 5

2 1, 2, 3

3 4

4 4

5 1, 4

6 1, 6

7 1,3 4,5

8 2, 4

9 2,3

10 2 3 4

11 None

12 None

LEGEND
'Msg. Meaning

1 Violation of Newton's 3rd Law. The impact forces,
computed indepencently for each vehicle, are
significantly different.

2 Discrepancy between momentum and damage
results. The user's estimates for PDOFs differ from
the PDOFs computed by the momentum analysis.

3 Discrepancy between momentum and damage
results. The delta-Vs computed by the momentum
analysis differ significantly from the delta-V com-
puted by the damags analysis.

4 Violation of the conservation of energy. The
energy spent crushing the vehicles according to
the damage analysis differs from the kinetic energy
lost between impact and separation according to
the computed impact and separation velocities.

5 Common velocity werning. The damage procedure

requires and assumes the vehicles reached a
common velocity (i.e., plastic impact). A small ad-
justment of separation velocities was performed to
be consistent with this assumption.




Optimization

It became clear during the analysis of the RICSAC
test data that the CRASH input data sets could be
improved by the use of several techniques which were not
available in CRASH2 or CRASH3. These techniques,
available in EDCRASH, are described below.

Use of Additional Diagnostic Messages - CRASH?2
issued no warning messages when running the RICSAC
input data sets. CRASH3 issued a warning for RICSAC
tests 1 and 11. EDCRASH made severa consistency
checks not made by CRASH2 or CRASH3, and, as a
result, issued one or more diagnostic messages for 10 of
the 12 cases (see Table 6). These diagnostics suggested
improvements to the input which should improve the
results.

Use of Graphics - The EDCRASH Impact Configura-
tions graphics display revealed discrepancies in the impact
positions used in the original RICSAC data sets. The
damage centroids, which are an estimate of the location
of the center of impulse, should approximately overlap. In
some cases, however, the damage centroids were as much
as 5 feet apart. Careful inspection of the origina accident
schematics [5,6,7] and the Impact Configurations display
were used to relocate the vehicle positions at impact.

Use of Actual Vehicle Data - The data (dimensions,
weights, moments of inertia and tire cornering stiffnesses)
for each vehicle used in the original RICSAC study were
supplied by the program automatically. This was achieved
using a built-in table of typical parameters for a class of
vehicle according to its wheelbase. The results displayed
in Table 2 aso used this procedure. For optimizing the
results, the actual data, obtained from reference 7, were
supplied to EDCRASH.

Include Induced Damage - Review of the origina
RICSAC data reveded that only contact damage was
included in the damage profile, consistent with the then-
current measurement protocol. Original crush measure-
ments and photographs {5,6] were used in conjunction
with the most recent protocol [20] to determine the
damage profiles which included induced damage.

Use of Actual A and B Stiffness Coefficients -
EDCRASH allowed the user to override CRASH's
default A and B crush stiffness coefficients and supply the
measured stiffness values for a particular vehicle. The
values for the test vehicles were obtained from reference
21 and the manufacturers.

Based on the above information, changes were
made to the origina data sets (the optimized input data
sets are available from the authors) and all 12 cases were
rerun. The effect of optimizing the input data on program
accuracy is shown in Table 7.
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An analysis of the data in Table 7 was performed to
assess the improvement due to optimization. The nine
non-trajectory simulation scenarios which were used to
evaluate the origina test data were also used to evauate
the optimized data. The average error, standard deviation
and 95 percent confidence interva for the optimized runs
are shown in Table 8.

A scenario-by-scenario comparison of Table 5 and
Table 8 revealed the improvements associated with
optimization. All scenarios were improved by the
optimization process. However, the greatest improve-
ment was found for collinear collisions (compare
scenarios 7, 9 and 11). This improvement was probably
due to an improvement in the damage-based estimates for
delta-V, caused by replacing the default stiffness coeffi-
cients with improved stiffness coefficients.

Trajectory Simulation Validation

A comparison of the measured results and program
results in Tables 2 and 3 revealed the trajectory simulation
significantly reduced program accuracy in 11 out of 12
RICSAC cases. Even if the trgectory simulation con-
verged, there was a significant reduction in accuracy. This
finding was unexpected, since the trgjectory simulation
had always been thought to improve the results.

Inspection of the raw RICSAC test data revealed
the front wheels frequently were steered between impact
and rest. However, the original RICSAC input data sets
used a steer angle of zero degrees in al runs.

To test the possibility that omitting the steer angle
was leading to the significant reduction of accuracy,
RICSAC test no. 6 was rerun. This case was selected
because it was typical of those tests which exhibited a
marked reduction in accuracy when the trgjectory ssimula-
tion option was used (refer to Tables 2 and 3).

The average front wheel steer angle of each vehicle
was estimated from the test data [6]. The true value for the
steer angles of both vehicles varied between impact and
rest. However, CRASH does not allow for this variation
and constant steer angles were supplied.Vehicle 1 had an
average steer angle of 4 degrees to the right; Vehicle 2 had
an average steer angle of 8 degrees to the right.

EDCRASH was rerun with RICSAC 6 test data
using the trgjectory simulaion option and the average
steer angles. This single change improved the results sig-
nificantly. The results are shown in Table 9. Neither
vehicle' s trgjectory simulation converged. The fact that
the original trgjectory simulation for vehicle 2 converged
after 3 runs, yet provided poor results suggests that con-
vergence alone is not a good criterion for evaluating the
quality of the results.

These initial finding!; suggest knowledge of the
proper steer angles may ‘be essential when the trgjectory
simulation option is selected. A thorough anaysis of all
the RICSAC cases including steer angles is recom-
mended. Until then, the trgectory simulation option
should be exercised with caution.



TABLE 7. Optimized EDCRASH results (without the trgjectory simulation).

IMPACT SPEED ERROR (combined speed)
TEST METHOD Veh #1 Veh #2 Veh #1 Veh #2

No. (mph) (mph) (mph) (%) (mph) (%)
1 MEASURED 19.8 19.8

EDCRASH 20.2 22.7 0.4 1.0 2.9 7.3
2 MEASURED 31.5

EDCRASH 28.1 -3.4 5.4 -a.3 2.1
3 MEASURED 21.0 0.0

EDCRASH 20.2 2.3 -0.8 2.1 2.3 2.1
4 MEASURED 0.0

EDCRASH 0.8 0.0 5.7 0.8 6.2
5 MEASURED 39.7 0.0

EDCRASH 38.9 0.2 -0.8 2.4 0.2 5.0
6 MEASURED 21.5 21.5

EDCRASH 22.4 22.4 0.9 0.9 0.9 5.2
7 MEASURED 29.1 29.1

EDCRASH 25.8 32.7 -3.3 4.2 3.6 2.6
8 MEASURED 20.8 20.8

EDCRASH 21.8 22.9 1.0 -3.8 2.1 11.0
9 MEASURED 21.2

EDCRASH 23.4 0.4 0.0 2.2 2.7
10 MEASURED 33.3

EDCRASH 30.5 -2.8 -2.0 1.7 0.5
11 MEASURED 20.4 20.4

EDCRASH 17.8 18.9 -2.6 -6.4 1.5 -3.7
12 MEASURED 315 315

EDCRASH 20.5 32.0 -11.0 -17.5 0.5 0.8

TABLE 8. Confidence Interval for various scenarios (see Table 4) for optimized
EDCRASH input. All results are expressed in percent of combined impact speed.

NOTE: N is the number of data points for each scenario.

Scenario Method N*|Avg. Error| Std. Dev. Confidence Interva
1 EDCRASH 24 0.1 5.7 -2.5 to 2.4
3 EDCRASH 12 -3.2 5.5 -6.7 to 0.3
5 EDCRASH 12 3.1 4.1 0.5 to 5.7
7 EDCRASH 10 -1.9 7.2 1.1 to 3.2
9 EDCRASH 5 -5.9 6.9 -14.4 to 2.6
11 EDCRASH 5 2.1 5.4 -4.6 to 8.8
13 EDCRASH 14 1.3 4.2 -1.2 "o 3.7
15 EDCRASH 7 -1.3 3.6 4.6 to 2.1
17 EDEDCRASH 7 3.8 3.2 0.8 to 6.7
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TABLE 9. A comparison of trgjectory simulation results
for RICSAC test no. 6 without and with steer angles.

Impact Speed ( error)
Method Veh #1 Veh #2

(mph) (%) (mph) (%)
M easured 215 (N/A) 21.5 (N/A)
EDCRASH 26.7" (12.1) 39. 1(40.9)
w/o steer
EDCRASH 21.3 (-0.5) 25.3 (8.8)
w/ steer

RICSAC test number 9 revedled an interesting
result. Due to the previously-described errors in CRASH3
(see Differences in Results Between Programs), the
separation velocity for vehicle 2 was computed incorrect-
ly. In this case, the first set of separation velocities yielded
the lowest error. However, when the proper separation
velocities were computed, the second set of separation
velocities had a dightly lower error score than the first set.
Therefore, the second set was assumed to be better and
was used. Because of the adjustments made by the trajec-
tory simulation routine, this set also had a separation angle
vastly different than the origina set. Even though the
separation velocities themselves were only dightly dif-
ferent, the change in angle caused a major change in the
momentum calculations. The net effect can be seen in
Table 2. A comparison of impact speed results for test
number 9 reveals CRASH3 was much closer to the
measured values than EDCRASH. The reason was not at
al obvious: The trgjectory simulation results for CRASH3
were rejected and the origina separation velocities were
used.

This finding suggested that trgjectory simulation
results should be compared closely with the non-simula-
tion results. The user should be suspicious any time the
difference is substantial.

EXAMPLE OF USE

The following example illustrates how the inves-
tigator can use the information developed in this paper to
estimate the accuracy of a reconstruction. This case was
an intersection collision.

Step 1 - Obtain good accident site and vehicle inspection
data.

Step 2 - Reconstruct the accident. Use warning messages
and graphicsto optimize the input data. In this case, using
EDCRASH without the trajectory simulation, the
estimated speeds of vehicles 1 and 2 were 40 and 25 mph,
respectively.
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Step 3 - Compute the combined speed, in this case, 65
mph.

Step 4 - From Table 4, we find that oblique collisions
without the trgjectory simulation analysis fal into scenario
13, 15 or 17. If we do not wish to compare striking versus
struck vehicle variations, we can select scenario 13.
Step 5 - From Table 8, we find the confidence interval for
this scenario when using optimized input datais -1.2 to
+ 3.7 percent of the combined impact speed. Thus, the
lower range equates to

-0.012+«65 = 0.78 mph
The upper range is

0.037+65 = 2.4 mph

Step 6 - The expected range for the speed of vehicle 1
(rounding to the nearest mph) is

° |

and for vehicle 2, the expected range is

-1 = 39 mph
to
+2 = 42 mph

-1 = 24 mph
25 [ to
+2 = 27 mph

Thus, we are 95 percent confident the true speeds of the
vehicles lie between these range of values.

DISCUSSION

The validation result:; described in this paper apply
only to CRASH2, CRASH3, and EDCRASH. The results
cannot be extended to similar programs without addition-
a validation.

This paper addresses the accuracy of the CRASH
technique. Another issue which is important, regardless of
the technique, is the accuracy of the input data. The results
described in this paper were obtained using a thorough
accident site inspection imrnediately following the crash.
Such excellent data are not often available for real world
crashes unless an experienced investigator is on the scene
and/or the scene is well documented with photographs.

Improving the results for oblique collisions by
optimizing the scene data was nhot nearly as effective as
improving the results for collinear collisions by optimiz-
ing the vehicle damage data and crush stiffness coeffi-
cients. As a corollary to this finding, optimizing the



damage data and stiffness coefficients would have a neg-
ligible effect on the accuracy for oblique collisions be-
cause the results for oblique collisions are based on the
scene data. The damage data are simply displayed as an
additional cross-check of the resullts.

Even though optimizing the damage data was a very
effective way to improve the results for collinear (rear-end
and head-on) collisions, the optimized damage-based
results were not as good as the results based on scene data.

Some of the oblique collisions (test numbers 1, 5, 6
and 7) produced over-ride damage on the struck vehicle.
This caused several diagnostic messages from EDCRASH
relating to differences in the damage-based and momen-
tum-based delta-Vs. In the absence of good crush stiffness
data for the side of a struck vehicle, it appeared that reduc-
ing the crush stiffnesses so as to equalize the magnitude
of the principa force of the struck vehicle with that of the
striking vehicle helped to reduce the difference between
damage-based and momentum-based results. While this
finding was academic for oblique collisions (the delta-Vs
are based on scene data anyway), the procedure might be
useful for the analysis of head-on and rear-end collisions
involving over-ride. The optimized analysis of test num-
ber 5 (arear-end collision in which the front of the strik-
ing Torino over-rode the rear of the struck Honda)
suggested, but not conclusively, that this was the case.

When the results obtained in this paper are used by
field accident investigators, the general scenario (i.e.,
scenario 1) should not be used to estimate the range of
results. Rather, scenario 7, 9, or 11 should be used for col-
linear collisions and scenario 13, 15, or 17 should be used
for oblique collisions.

A sensitivity analysis should always be performed
as an additional means of estimating the final range of
results. The methods described in this paper can be
applied to the lowest and highest range from the sensitivity
znalysis to provide a conservative range of the overall
speed estimate.

CONCLUSIONS

1. The CRASH program provided reasonable estimates
for impact speed, with an expected accuracy better than 7
percent of the combined impact speed when compared to
staged collisions.

2. When the input data were carefully optimized through
the use of actual vehicle data, informative diagnostic mes-
sages and graphics, the expected accuracy of EDCRASH
approached 3 percent of the combined impact speed.

3. The accuracy for oblique collisions was substantially
better than for collinear collisions. Therefore, CRASH
users should evaluate program accuracy according to col-
lision type.

4. The trgjectory simulation decreased the accuracy of the
results.
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5. Field accident investigators can use the results of this
research to provide a 95 percent confidence interval on
their results. Good accident site and vehicle inspection
data are required to apply this data.

6. No general observations could be made using the
RICSAC data andlyzing the accuracy of the detaV
computed by any program because of measurement errors
in the RICSAC test data.
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