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Agenda

• What is AWR – Automatic Workload Repository

• Motivation

• Review of building blocks: db2mon script shipped with Db2

• Method used to build the repository 

• Other scripts used to build the repository

• Use cases

• 5 minutes live demo (if time permits)
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What is AWR

Report on PIT data and Delta data
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Motivation
Db2 “performance troubleshooting is challenging”

• Quoted from IBM Db2 Support Web site

Make Db2 performance tuning to be a simple process

• Learn from other RDBMS vendors such as Oracle
• AWR

• Contribute to database community such as in SQL Server
• sp_whoisactive

• Build on top of IBM db2mon script 
• db2mon 

Db2 performance tuning made simple
Learn from Others
Contribute
Leverage Db2 technolgy
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Objectives
Build a performance repository using Db2 scripts including
• db2mon script

• db2mon_export.sql
• db2mon_import.sql
• db2mon_report.sql

• User developed scripts

• Some use cases for performance analysis

Build  Export Import Report Save and use cases
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db2mon script: db2mon_export.sql
• Export a set of files ending with _start.ixf; wait 30 seconds; export another set of files ending _end.ixf

• We use part of the script after the line of “sleep (30)” as shown below: 

Location ~/sqllib/samples/perf
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db2mon script: db2mon_import.sql

• create stored procedures needed for data manipulations 
• import _start.ixf files into _start tables via [force]create
• import _end.ixf files into _end tables via [force]create
• create and populate _diff tables via stored procedure for

delta values

This slide shows the details of the IBM scripts.
Create SP  Import IXF start and end    Finally diff the deltas

7



db2mon script: db2mon_report.sql

• Report from _diff tables for delta values for cumulative data
• Report from  _start and _end tables for point-in-time data (such as 

running SQL, utilities, and lock waits)

This slide shows the details of the IBM scripts.
Create SP  Import IXF start and end    Finally diff the deltas
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Where to place the repository

• In the database itself (such as Oracle)

• A separate database under the same instance 

• A separate database under a different instance in the same 
server

• A separate database (centralized) in a different server 

You have 4 options of where to place the repo
DB, separate DB separate  instance and separate centralized  server which is out 
preference.
1. Reporting load off main server
To compare across the whole farm using SCHEMA to qualify

9



Transfer data via ssh

Initiated from repository server
1. ssh into remote DB server and connect the database and export data 
using the modified db2mon_export.sql to the disk on the remote server
2. scp the exported data from remote server back to repository server
3. Connect the repository database and import data into repository database 
using slightly modified db2mon_import.sql
4. Generate report using db2mon_report.sql
5. Save the _diff data into history tables
6. Performance analysis 
Pro: simple to deploy and no need for explicit password
Con: need ssh setup (will not work on AWS RDS)

This oulines Passwordless SSH  method to transfer data to local disk
Other methods are Load from cursor, export, federation 
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Transfer data via ssh

Add # 6
“run export via db2mon_export.sql from the REPO server’
Run scp of the IXF file from the REPO server
NOTE  Use the same sizes
Use ther rectalge tiool
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Transfer data via cataloged database
(Initiated from repository server)
1. Catalog the node and database to be monitored 

2. Connect the cataloged database with username and password

3. Export data using db2mon_export.sql to disk on repository server

4. Connect the repository database

5. Import data into repository database using slightly modified db2mon_import.sql

6. Generate report using db2mon_report.sql

7. Save data into history tables

8. Performance analysis

Pro: The database can be on any platforms (Windows, Linux, even AWS RDS)

Con: Node and DB need to be cataloged 

FW port need to be opened 

Password need to be specified

Outlines a Generic method to transfer data to local disk
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Build the repository: create the REPO DB

• The repo database is created using 8k pages:

db2 create database <dbname> pagesize 8192
For example:
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Build the repository: script part 1 – export data
On REBO server, ssh to DB server, take portion of db2mon_export.sql and perform data export
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Build the repository: Script Part 2 – scp the data

1) On repositorty server, rename _enf.ixf to _start.ixf files if any

2) scp the exported _end.ixf files from remote server to repository server
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Build the repository: Script Part 3 - import and report

• import data and run report
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Build the repository: Script Part 4 - save to history

• Save _diff data into history tables
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Build the repository: Script Part 5 – alerts

• Monitoring long running SQL
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Sample Crontab on repository server
0 * * * * ~/crondir/db2_awr.sh PRD1 server1 db2inst1 REPODB &> ~/logdir/db2_awr.log.PRD1

0 * * * * ~/crondir/db2_awr.sh PRD2 server2 db2inst2 REPODB &> ~/logdir/db2_awr.log.PRD2
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Sample database (TPC-H of 1GB size) used
https://www.tpc.org/tpch/
• Tables

• Indexes
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Queries to generate workload
• TPC-H example query: 
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Use case # 1   Establish baseline per hour/per day (trending)
https://www.dbisoftware.com/blog/db2_performance.php?id=95 “DB2 LUW Performance: Index Read Efficiency (IREF)” 
IREF = Rows read / Rows Selected (Fetched) 
For OLTP:    IREF < 10         Excellent

IREF > 10         Fair
IREF > 100       Poor
IREF > 1000     ??????

• Example data • Plot
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IREF is the single most important PKI in Db2 (developed by Db2 community respectful 
Scott Hayes)
The formula is: IREF = Rows read / Rows Selected (Fetched)
It can be at statement level or database level
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Sample script used for reporting from repository

select substr(ts,1,16) ts, rows_read rows_read, rows_returned rows_returned,

case when rows_returned > 0 then round(rows_read/rows_returned) else -1 end  as IREF

from mon_get_workload_diff_hist

where WORKLOAD_NAME!='SYSDEFAULTADMWORKLOAD'

order by 1

with UR;

Query against history table for a give time frame
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Use case #2: Measure the change

Same system used in #1, after adding an index
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Use case #3: Identify potential tuning area

• In this example, a long running query identified and tuned

Showing an expensive query being identified and tuned from history report.
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Use case #4 (alert)
• Alert based on threshold

For example, if query running longer than 300 (either long running or lock wait)
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Use case #5  Horizontal comparison among DBs 
• Green average IREF (tens)                                              Red (thousands)

• Yellow (hundreds)

Cross comparison between databases/systems

27



5 minutes live demo
• DB server

• OS: Oracle Linux 9.3     (on WSL)
• Db2 version: 11.5.9.0
• Instance owner: prodinst
• Database name: proddb

• REPO server
• OS: Oracle Linux 8.9     (on WSL)
• Db2 version: 11.5.8.0
• Instance owner: repoinst
• Database name: repodb
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Thank you and Q/A?

What enhancements you want from IBM?
Bugs. 
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